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bstract

This work analyzes and attempts to enhance the accuracy and reproducibility of parametric modeling in the discrete cosine transform (DCT)
omain for the estimation of abnormal intra-QRS potentials (AIQP) in signal-averaged electrocardiograms. One hundred sets of white noise
ith a flat frequency response were introduced to simulate the unpredictable, broadband AIQP when quantitatively analyzing estimation error.
urther, a high-frequency AIQP parameter was defined to minimize estimation error caused by the overlap between normal QRS and AIQP

n low-frequency DCT coefficients. Seventy-two patients from Taiwan were recruited for the study, comprising 30 patients with ventricular
achycardia (VT) and 42 without VT. Analytical results showed that VT patients had a significant decrease in the estimated AIQP. The global
iagnostic performance (area under the receiver operating characteristic curve) of AIQP rose from 73.0% to 84.2% in lead Y, and from 58.3%

o 79.1% in lead Z, when the high-frequency range fell from 100% to 80%. The combination of AIQP and ventricular late potentials further
nhanced performance to 92.9% (specificity = 90.5%, sensitivity = 90%). Therefore, the significantly reduced AIQP in VT patients, possibly
lso including dominant unpredictable potentials within the normal QRS complex, may be new promising evidence of ventricular arrhythmias.

2007 IPEM. Published by Elsevier Ltd. All rights reserved.
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. Introduction

The non-invasive signal-averaged electrocardiogram
SAECG) has, in recent years, became a conventional means
f assessing the risk of ventricular arrhythmias [1–3]. If the
entricular arrhythmias can be detected correctly in advance
n conjunction with early alarms and appropriate medi-
al treatments, then the threat of sudden cardiac death can
e reduced effectively. During the past decades, SAECG
nalysis has concentrated on the ventricular late potentials
VLP), which are linked to the development of ventricular
achycardia (VT). Previous studies [2,3] have shown that

ime-domain analysis for VLP detection has the benefits of
igh reproducibility and excellent negative predictive accu-
acy when differentiating the true negative subjects from
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hose with a negative result. However, regarding positive
redictive accuracy, the proportion of correctly diagnosed
atients with positive results was insufficient to justify inter-
ention in patients with abnormal results. Although many
ther transform domain approaches have been devoted to
mproving the performance of VLP detection [4–10], no con-
ensus yet exists on their methods and clinical applications
11,12].

To enhance the diagnostic performance of SAECG, a new
ndex, named abnormal intra-QRS potentials (AIQP), which
riginates inside the QRS complex, has been presented by
omis et al. [13] and Lander et al. [14] to measure the

isk of ventricular arrhythmias. They developed a paramet-
ic model in the discrete cosine transform (DCT) domain to

stimate the AIQP. Their study results [13,14] demonstrated
hat AIQP can be applied to diagnose the risk of ventricu-
ar arrhythmias. The AIQP parameter has also been applied
o identify the mechanisms of premature ventricular beats
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PVB) [15]. The sinus beats immediately preceding the PVB
eportedly exhibit significant change. The study of Lander
t al. [16] further reported that AIQP changes are appar-
ntly more sensitive for detecting acute transmural ischemia
han QRS or ST-segment changes in the standard 12-lead
CG.

However, the main limitation of the AIQP extraction
ethodology is that selecting the critical model order

epends on the clinical data [13]. Although the cross-
orrelation method [17] provides a basis for the model order
election, it cannot confirm that the chosen model order is
ccurate because the true model order is unknown for practi-
al AIQP estimations. Hence, the uncertainty of the selected
odel order would result in an unavoidable error for AIQP

stimation.
The particular feature of the DCT-domain parametric

odel is that the input signal can be transformed by DCT
o a real frequency-domain signal, rather than a complex
ne. Since most energy of the smooth, predictable QRS com-
lex is concentrated in the low-frequency band, a low-order
odel can be employed to estimate the normal QRS com-

lex and then separate out the low-amplitude, broadband,
npredictable AIQP. However, the overlap between the nor-
al QRS complex and AIQP in the low-frequency band may

ause a high AIQP estimation error even if the selected model
rder is accurate. Previous studies did not address this prob-
em.

This investigation introduces 100 independent sets of
hite noise to simulate the broadband, unpredictable AIQP.
imulation results indicate that the estimated AIQP has obvi-
us estimation errors in the low-frequency DCT coefficients,
ue to the overlap of the normal QRS complex and AIQP in
he DCT-domain low-frequency band. In order to improve the
ccuracy of AIQP analysis, this study eliminates some low-
requency DCT coefficients with estimation errors to define
high-frequency AIQP parameter. The aim of this work is

o enhance the accuracy, reproducibility and clinical perfor-
ance of the AIQP parameter using DCT-domain parametric
odeling.

. Methods

.1. Data acquisition

This study followed the principles that (1) informed con-
ent was obtained from each patient and (2) the Ethics
ommittee of Taipei Jen-Chi General Hospital has approved

he study. High-resolution ECGs were obtained from 72 sub-
ects. The methods are described elsewhere [15]. The subjects
ere divided into two groups. Group I (normal group) com-
rised 42 normal Taiwanese (20 men and 22 women, aged

8 ± 14 years old). All individuals had a normal clinical
istory, physical examination, 12-lead ECG, and echocar-
iogram. Group II (VT group) consisted of 30 patients (15
en and 15 women, aged 63 ± 16 years old) with sustained

t
n
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T documented by 24-h Holter ECG monitoring. They suf-
ered from chronic ischemic heart disease surviving clinically
ocumented myocardial infarction.

Signal averaging was performed to lower the effects of ran-
om noise [2,3]. The final noise level of SAECG measured by
bidirectional Butterworth filter with a 40–250 Hz bandpass
as less than 0.7 �V. The onset and offset of the QRS com-
lex were obtained from vector magnitude analysis. Three
tandardized time-domain SAECG parameters, namely (1)
ltered total QRS duration (fQRSD), (2) RMS voltage of the

ast QRS 40 ms (RMS40) and (3) duration of the low ampli-
ude signals below 40 �V (LAS40), were adopted to detect
LP.

.2. Parametric modeling for evaluating abnormal
ntra-QRS potentials

Our previous study [17] has proposed an autoregressive
oving average (ARMA) model in the DCT domain as illus-

rated in Fig. 1, comprising M sets of ARMA (2, 2) model,
o estimate the smooth, predictable QRS complex and then
eparate out the unpredictable AIQP. The input QRS com-
lex x(n) was assumed to be composed of the normal QRS
omplex s(n) and AIQP v(n). The input signal was first trans-
ormed using DCT to a set of real frequency-domain signals.
he corresponding signals in the DCT domain were X(k),
(k) and V(k).

The transfer function of the ARMA (2M, 2M) model in
he DCT domain is defined as follows [17,18]:

(z−1) = B0 + B1z
−1 + · · · + B2Mz−2M

1 + A1z−1 + · · · + A2Mz−2M
(1)

here A1, A2, . . ., A2M and B0, B1, . . ., B2M are the model
oefficients. The modeling output Ŝ(k) was employed to esti-
ate the normal QRS complex. Given a specific model order
, the iterative least squares error algorithm of Steiglitz

nd McBrige [19] was introduced to estimate the opti-
al model coefficients. The modeling residual V̂ (k) was

dopted to estimate AIQP. The estimated normal QRS com-
lex ŝ(n) and AIQP v̂(n) in the time domain can be derived
hrough the inverse discrete cosine transform (IDCT). The
ross-correlation coefficient ρ between the modeling output
(n) and the desired input x(n) was employed to evaluate
he estimation accuracy of the normal QRS complex [17].
he optimal model order was defined to reach a predeter-
ined threshold of the cross-correlation coefficient [17]. The

igh-frequency AIQP parameter, AIQP l(q%), is defined in
ection 2.4.

.3. Accuracy analysis for the estimation of abnormal
ntra-QRS potentials
Because of the broadband and unpredictable characteris-
ics of AIQP, this study introduced normally distributed white
oise [20] consisting of a random process with a flat fre-
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ig. 1. Block diagram of parametric modeling in discrete cosine transfor
utoregressive moving average; DCT, discrete cosine transform; IDCT, inve

uency response and a probability density function of normal
istribution (also known as Gaussian distribution) to simu-
ate AIQP for quantitative analysis of the estimation error.
urther, since the true model order of a practical QRS com-
lex is unknown, an ARMA (6, 6) QRS complex extracted
rom lead X of a normal subject was selected in order to
imulate the normal QRS complex (Fig. 2(a)). The peak-to-
eak amplitude is about 1500 �V, and the QRS duration is
06 ms. Fig. 2(b) displays a set of normally distributed white
oise with zero mean to simulate AIQP. The signal-to-noise
atio (SNR) is only −40 dB (AIQP versus the normal QRS
omplex).

Fig. 3(a) and (b) illustrates the modeling outputs (solid
ine) estimated using the true model order (6, 6) in the DCT-
omain and time-domain, respectively, where the dotted lines
enote the true normal QRS complex. The small estimation
rror is hard to observe from the figure, owing to the high
mplitude of the QRS complex. Fig. 3(c) and (d) depicts the
odeling residuals (solid line) in the DCT domain and time-

omain, respectively. A noticeable estimation error occurred
n the DCT-domain low-frequency band when comparing the

odeling residual with the true AIQP (dotted line) (Fig. 3(c)).
n the time-domain, the estimation error was sustained in the
ntire QRS (Fig. 3(d)).

The AIQP estimation errors in the DCT-domain and time-

omain, calculated as the differences between the true and
stimated AIQP, are shown in Fig. 4(a) and (b), respectively.
learly, most of the estimation errors occurred in the DCT-
omain low-frequency band and were approximately 30% of

t
N
r
A

ain for AIQP estimation. AIQP, abnormal intra-QRS potentials; ARMA,
T.

he total DCT coefficients (k = 1–32) (Fig. 4(a)). The corre-
ponding estimation error of AIQP in the time domain was a
ow-frequency wave (Fig. 4(b)).

Notably, the existing AIQP would influence the estima-
ion accuracy even if a true model order was used. This
s because of the overlap of the normal QRS complex and
IQP in the DCT domain, especially in the low-frequency
and in which most of the normal QRS complex is con-
entrated. Therefore, the estimation of the normal QRS
omplex is inevitably involved with some low-frequency
IQP.

.4. Definition of the high-frequency AIQP parameter

To improve the accuracy of the AIQP estimation, this
nvestigation disregarded the low-frequency coefficients
ith estimation errors, and only utilized high-frequency
CT coefficients to define the AIQP parameter. The high-

requency AIQP parameter was defined as follows:

IQP l(q%) =
√√√√ 1

N × q%

N∑
k=N×(100−q)%

V̂ 2(k) (2)

here q% indicates the percentage of the total DCT coeffi-
ients for the analysis of the high-frequency AIQP, N denotes

he QRS duration, and l represents the lead X, Y or Z.
o DCT coefficient is ignored when q% = 100%. Although

educing q% can raise the accuracy of the high-frequency
IQP, it may decrease the clinical performance due to losing
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Fig. 2. Simulation signals: (a) an ARMA (6, 6) signal simulating normal
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RS complex; (b) a normally distributed white noise with zero mean simu-
ating AIQP.

oo many low-frequency features. Hence, the choice of q%
s a compromise between estimation accuracy and clinical
erformance.

.5. Statistical methods

All statistical analyses were undertaken using Statistical
ackage for the Social Sciences®. The F-test was utilized to
ompare the variances of different variables, and the Stu-
ent’s t-test with two tails was adopted to compare the
eans of two independent variables. Statistical significance
as defined as p < 0.05. Pearson’s product moment corre-

ation coefficient was employed to measure the level of
inear correlation. The local performance indices used in this
tudy were specificity, sensitivity, positive predictive accu-
acy (PPA), negative predictive accuracy (NPA) and total
redictive accuracy (TPA) [21]. The receiver operating char-

cteristic (ROC) curve was applied to analyze the global
iagnostic performance and as a reference for specifying
he local threshold [22,23]. The area under the ROC curve
AUC) was utilized as an index for evaluating the global
erformance.

ρ

Z
8
l
b
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. Results

.1. Simulation results for the analysis of accuracy and
eproducibility of the high-frequency AIQP parameter

This study used 100 independent sets of normally
istributed white noise with zero mean to simulate the broad-
and, unpredictable AIQP, and to analyze the accuracy and
eproducibility of the high-frequency AIQP parameter. The
IQP was estimated under different values of q% (100%,
0% and 80%) and magnitudes (AIQP l(q%) = 0–10 �V).
he normal QRS complex was simulated by an identical
RMA (6, 6) signal of leading X in Fig. 2(a).
Fig. 5(a)–(c) is the simulation results of true versus esti-

ated AIQP X(q%) for q% values of 100%, 90% and 80%,
espectively. Each curve corresponds to a set of white noise
nder different AIQP magnitudes (AIQP X(q%) = 0–10 �V).
imulation results demonstrate that a lower q% indicates

ess dispersive curves, and better accuracy and reproducibil-
ty. The percentage of the estimation error for each AIQP
stimation result was determined further as follows:

(%) =
∣∣∣∣
estimated − true

true

∣∣∣∣ × 100% (3)

ig. 5(d)–(f) shows the average percentages of the estimation
rrors of all magnitudes (AIQP X(q%) = 0–10 �V) versus
00 sets of white noise for q% values of 100%, 90% and 80%,
espectively. These figures clearly reveal that a lower q% has a
ower percentage of estimation error. Moreover, the mean val-
es and standard deviations of the average error percentages
ere 5.46 ± 2.14%, 1.76 ± 1.33% and 0.31 ± 0.38% for q%
alues of 100%, 90% and 80%, respectively. A lower q% fol-
owing the lower mean value and standard deviation indicates
etter accuracy and reproducibility of the high-frequency
IQP parameter.

.2. Clinical results

This study conducted AIQP analysis with different
% values (100%, 90%, 80%, 70% and 60%) and
hresholds of model order selection (cross-correlation coef-
cient = 0.990–0.999 with a 0.001 interval, and 0.9995,
.9999) for leads X, Y and Z. Analytical results show that
he high-frequency AIQP parameters in leads Y and Z can
ignificantly differentiate between VT and normal groups, but
ot in lead X. Fig. 6(a) and (b) illustrates the curves of the
ross-correlation coefficient threshold ρ versus AUC under
arious q% values for the high-frequency AIQP parameters
n leads Y and Z, respectively.

The analytical results reveal that the best clinical diag-
ostic performance (AUC) achieved 84.2% (q% = 80%,
= 0.998) and 79.1% (q% = 80%, ρ = 0.994) in leads Y and

, respectively. The AUC of AIQP increased from 73.0% to
4.2% in lead Y (ρ = 0.998), and from 58.3% to 79.1% in
ead Z (ρ = 0.994), when q% decreased from 100% to 80%,
ut fell from 84.2% to 73.6% in lead Y, and from 79.1% to
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Fig. 3. Simulation results: modeling output in (a) DCT domain and (

2.1% in lead Z, when q% continuously fell from 80% to
0%.

Table 1 summarizes the time-domain VLP parameters
nd the high-frequency AIQP parameters, where the cross-
orrelation thresholds were set at 0.998, 0.998 and 0.994 in
eads X, Y and Z, respectively, for AIQP analysis. The results
f the time-domain VLP parameters are consistent with sev-
ral earlier studies [1–3]. Both the mean AIQP Y(80%) and
IQP Z(80%) of the VT group were significantly lower
han those of the normal group (p < 0.001). The mean
IQP X(80%) of the VT group were also lower than that
f the normal group, but not significantly so (p > 0.05). Each

t
p

Fig. 4. Estimation errors of AIQP in (a) D
domain; modeling residual in (c) DCT domain and (d) time domain.

AECG had its own optimum model order, and no signifi-
ant differences (p > 0.05) were found in the optimum model
rder of each lead between the VT and normal groups.

The correlation analysis demonstrated significant cor-
elations (p < 0.05) between AIQP Y(80%) and fQRSD
ρ = −0.39), RMS40 (ρ = 0.45) and LAS40 (ρ = −0.42), and
etween AIQP Z(80%) and RMS40 (ρ = 0.44) and LAS40
ρ = −0.33). The AIQP parameters were not statistically cor-
elated with gender or age (p > 0.05).
Table 2 lists the global and local performances of
ime-domain VLP, high-frequency AIQP and synthesized
arameters, where the cross-correlation thresholds were set

CT domain and (b) time domain.
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ig. 5. Simulation results evaluating the estimation accuracy and reproduci
stimated values for q% values of 100%, 90% and 80%, respectively; (d)
AIQP X(q%) = 0–10 �V) vs. 100 sets of white noise for q% values of 100%

t 0.998, 0.998 and 0.994 in leads X, Y and Z, respec-
ively, for AIQP analysis. Two parameters A and B were
inearly combined to synthesize a new parameter A × αB,
here the weight of parameter A was fixed at 1, and

he optimum value of α was determined to maximize the
lobal performance—that is, to maximize the AUC. The
est global performance using the individual parameter
as obtained using RMS40 (AUC = 86.7%), and the next
est was achieved using AIQP Y(80%) (AUC = 84.2%).
he combination of AIQP Y(80%) and RMS40 was best

AUC = 92.2%) among all combinations of the two indi-

idual parameters. The performance of the synthesized
IQP parameter (AIQP Y(80%) + 0.4 × AIQP Z(80%)) was

ncreased to 92.6% of AUC by combining it with RMS40,
nd to 92.9% by combining it with RMS40 and fQRSD.

A

t

f the high-frequency AIQP parameter: (a)–(c) depict the curves of true vs.
strate the average percentages of the estimation errors of all magnitudes
and 80%, respectively.

he analysis of the local performance was at a local oper-
ting point with 90.5% specificity to compare sensitivity,
PA, NPA and TPA. The combination of AIQP Y(80%),
IQP Z(80%), RMS40 and fQRSD had the best local per-

ormance (sensitivity = 90.0%, PPA = 87.1%, NPA = 92.7%,
PA = 90.3%).

. Discussion and conclusions

.1. Improvement of accuracy and reproducibility for

IQP estimation

The main contribution of this investigation is to enhance
he accuracy and reproducibility for AIQP analysis in the
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UC under various q% values for the high-frequency AIQP parameters in
eads (a) Y and (b) Z. AUC is given by the area under the receiver operating
haracteristic curve.

CT-domain parametric modeling. Although previous stud-
es [13,14,17] applied a transient triangular signal to simulate
IQP, they did not further analyze the AIQP estimation

ccuracy. Since the true frequency band and randomness of
IQP are unknown, this study introduces 100 independent

ets of normally distributed white noise with zero mean to
imulate the broadband, unpredictable AIQP. The simulation
esults indicate the poor accuracy and reproducibility of the
oot-mean-square of the estimated AIQP using DCT domain
arametric modeling, which is caused by the estimation error
n the low-frequency DCT coefficients. Therefore, this inves-
igation ignores some low-frequency DCT coefficients with
stimation errors when defining the high-frequency AIQP
arameter. Simulation results show that disregarding more
ow-frequency DCT coefficients improves the accuracy and
eproducibility of the high-frequency AIQP parameter.

.2. Comparisons with previous studies

Because of the abnormal myocardial conduction, the VT

atients were expected to display increased AIQP. However,
his work demonstrates that the mean high-frequency AIQP
arameters of the VT group in leads Y and Z were signifi-
antly lower than those of the normal group (p < 0.001), but
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Table 2
Global and local performance of time-domain, high-frequency AIQP and synthesized parameters

Parameters AUC (%) Specificity = 90.5%

Sensitivity (%) PPA (%) NPA (%) TPA (%)

fQRSD 71.4 20.0 60.1 61.3 61.1
RMS40 86.7 63.3 82.6 77.5 79.2
LAS40 81.1 63.3 82.6 77.5 79.2
AIQP X(80%) 64.2 33.3 71.5 65.5 66.7
AIQP Y(80%) 84.2 50.0 79.0 71.7 73.6
AIQP Z(80%) 79.1 53.3 80.0 73.1 75.0
AIQP Y(80%) + 0.4 × AIQP Z(80%) 87.3 63.3 82.6 77.5 79.2
AIQP Y(80%) − 0.1 × fQRSD 87.1 60.0 81,9 76.0 77.8
AIQP Y(80%) + 0.3 × RMS40 92.2 76.7 85.2 84.5 84.8
AIQP Y(80%) − 0.5 × LAS40 89.6 73.3 84.6 82.6 83.3
AIQP Z(80%) − 0.3 × fQRSD 83.5 66.7 83.4 79.2 80.6
AIQP Z(80%) + 0.7 × RMS40 89.0 73.3 84.6 82.6 83.3
AIQP Z(80%) − 0.8LAS40 87.9 66.7 83.4 79.2 80.6
AIQP Y(80%) + 0.4 × IQP Z(80%) + 0.6 × RMS40 92.6 86.7 86.7 90.5 88.9
AIQP Y(80%) + 0.4 × IQP Z(80%) + 0.6 × RMS40-0.1 × Fqrsd 92.9 90.0 87.1 92.7 90.3
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he cross-correlation thresholds in leads X, Y and Z for AIQP analysis a
egative predictive accuracy; TPA, total predictive accuracy; AIQP l(80%)
iscrete cosine transform coefficients toward the high-frequency band.

hat no significant difference occurred in lead X. This result
s consistent with our previous study [17], but not with the
tudies of Gomis et al. [13] and Lander et al. [14]. The clinical
nconsistency does not originate from the different methods
f model order selection. The same result was obtained in our
atabase even if a fixed model order was used.

Therefore, this database cannot prove the assumption that
he normal QRS complex can be estimated exactly with the
arametric model. The estimated AIQP would contain all
he unpredictable and high-frequency intra-QRS potentials,
ncluding normal and abnormal components, on condition
hat the normal QRS also includes some dominant unpre-
ictable components, especially in an abrupt R wave.

The reduced high-frequency AIQP in VT patients may
lso be related to the decreased high-frequency components
nduced by MI and ischemic heart disease. Several previous
tudies [24–26] have reported that MI reduced the high-
requency components within the QRS complex. Bhargava
nd Goldberger [27] and Talwar et al. [28] further showed that
I attenuates both low and high-frequency QRS potentials.

rom a pathophysiological viewpoint, myocardial necro-
is leads to a general decrease in electromotive potentials.
educed high-frequency components have also been associ-
ted with ischemic heart disease [29,30]. Pettersson et al. [29]
emonstrated that decreased high-frequency RMS measure-
ents (150–250 Hz) during balloon inflation of percutaneous

ransluminal coronary angioplasty have a sensitivity of 88%
or detecting acute coronary artery occlusions, which is
igher than the 71% sensitivity of the conventional ST ele-
ation method. Tragardh et al. [30] showed that the summed
2-lead high-frequency (150–250 Hz) components within the

RS interval in patients with ischemic heart disease were

ignificantly smaller than in normal subjects. Hence, MI and
schemic heart disease may cause the reduction of AIQP in
T patients in this study.

m
f
U
a

, 0.998 and 0.994, respectively. PPA, positive predictive accuracy; NPA,
mal intra-QRS potentials in lead l (l is lead X, Y or Z) using 80% of total

.3. Diagnostic performance of the reduced
npredictable intra-QRS potentials in VT patients

Although the clinical results of the AIQP parameter
ppeared to be inconsistent, this study shows that the
stimated AIQP parameter to represent the total unpre-
ictable intra-QRS potentials can be applied to measure
he risk of ventricular arrhythmias, and can be com-
ined with VLP parameters to improve the diagnostic
erformance of SAECG. The clinical results reveal that dis-
egarding some low-frequency DCT coefficients improves
he diagnostic performance of the high-frequency AIQP
arameter. However, losing too many low-frequency DCT
oefficients would reduce the diagnostic performance
nstead.

This study also observed significant correlations between
IQP and VLP parameters. A smaller AIQP Y(80%) and
IQP Z(80%) tend to indicate a smaller RMS40 and a longer
AS40. The combination of AIQP and VLP parameters

urther improved the SAECG performance. Therefore, the
ignificant reduction of all unpredictable intra-QRS poten-
ials in VT patients may be new promising evidence of
entricular arrhythmias.

. Conclusions

This study has successfully demonstrated that the
igh-frequency AIQP parameter, while neglecting some
ow-frequency DCT coefficients with estimation errors, can
nhance the accuracy, reproducibility and clinical perfor-

ance of AIQP analysis. Combining AIQP and VLP analyses

urther improved the diagnostic performance of SAECG.
nlike previous studies, the VT patients in this study showed
significant reduction in AIQP. Therefore, further investi-
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ation is required with larger clinical populations to test the
sefulness of AIQP.
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